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Abstract 

Background Lung cancer is one of the most commonly diagnosed cancers and the leading cause of cancer-related 
death worldwide. Although smoking is the primary cause of the cancer, lung cancer is also commonly diagnosed 
in people who have never smoked. Currently, the proportion of people who have never smoked diagnosed with lung 
cancer is increasing. Despite this alarming trend, this population is ineligible for lung screening. With the increasing 
proportion of people who have never smoked among lung cancer cases, there is a pressing need to develop predic-
tion models to identify high-risk people who have never smoked and include them in lung cancer screening pro-
grams. Thus, our systematic review is intended to provide a comprehensive summary of the evidence on existing risk 
prediction models for lung cancer in people who have never smoked.

Methods Electronic searches will be conducted in MEDLINE (Ovid), Embase (Ovid), Web of Science Core Collection 
(Clarivate Analytics), Scopus, and Europe PMC and Open-Access Theses and Dissertations databases. Two reviewers 
will independently perform title and abstract screening, full-text review, and data extraction using the Covidence 
review platform. Data extraction will be performed based on the Checklist for Critical Appraisal and Data Extraction 
for Systematic Reviews of Prediction Modeling Studies (CHARMS). The risk of bias will be evaluated independently 
by two reviewers using the Prediction model Risk-of-Bias Assessment Tool (PROBAST) tool. If a sufficient number 
of studies are identified to have externally validated the same prediction model, we will combine model performance 
measures to evaluate the model’s average predictive accuracy (e.g., calibration, discrimination) across diverse settings 
and populations and explore sources of heterogeneity.

Discussion The results of the review will identify risk prediction models for lung cancer in people who have never 
smoked. These will be useful for researchers planning to develop novel prediction models, and for clinical practition-
ers and policy makers seeking guidance for clinical decision-making and the formulation of future lung cancer screen-
ing strategies for people who have never smoked.

Systematic review registration This protocol has been registered in PROSPERO under the registration number 
CRD42023483824.
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Introduction
Lung cancer is one of the most commonly diagnosed 
cancers and the leading cause of cancer-related deaths 
worldwide. In 2020, more than 2.2 million new lung can-
cer cases and 1.8 million deaths were estimated to occur, 
accounting for 1 in 10 cancer cases and 1 in 5 cancer 
deaths (18% of total cancer deaths) [1]. Patients diag-
nosed at early stages have substantially better survival 
prognoses compared to patients diagnosed at advanced 
stages, with a 5-year survival rate approaching 60% when 
the cancer is localized. However, most lung cancer cases 
(56% of all lung cancer) are diagnosed in advanced stages, 
given the asymptomatic nature of lung cancer develop-
ment in early stages. Unfortunately, the overall 5-year 
survival rate for advanced lung cancer is very low (< 3% in 
smokers and 8% in never smokers) [2, 3].

Smoking is the primary cause of lung cancer. Smoking 
cessation policies and interventions have substantially 
decreased smoking rates, contributing to the decline in 
lung cancer incidence in Northern American, European, 
and some Asian populations [4–8]. However, despite 
decreasing rates of lung cancer in smoking populations, 
lung cancer rates in people who have never smoked have 
remained unchanged, with the result that this popula-
tion comprise an increasing proportion of lung cancer 
cases overall [9, 10]. Approximately, 10 to 25% of lung 
cancer cases occur in never-smokers in Western popula-
tions, while in Asian countries, it exceeds 50%, making 
it the fifth most common cancer in never-smokers. For 
example, in Canada and the UK, 5600 (15% of all lung 
cancer cases) and 6800 (14% of all lung cancer cases) 
of lung cancer cases are diagnosed in people who have 
never smoked each year, respectively [11, 12]. In China, 
86.1% of lung cancers in females and 44.9% of lung can-
cers in males are diagnosed in never-smokers [13, 14]. 
The major predictors of lung cancer in people who have 
never smoked are outdoor air pollution (15% of all lung 
cancer deaths), second-hand smoking (5.8%), household 
air pollution (4%), radon (4%), and other exposures such 
as diesel exhaust, occupational exposures, arsenic, asbes-
tos, and genetic susceptibility [15–23].

Early detection of lung cancer in people who have 
never smoked is an important public health priority. 
Detecting lung cancer in people who have never smoked 
at early stages can result in diagnosing asymptomatic 
patients when they are more likely to respond better to 
cancer treatment, increasing their chances of survival 
and reducing associated medical costs [24]. Several effec-
tive risk prediction models have been developed [25–30]. 
These are currently informing public health recommen-
dations to identify high-risk individuals for lung cancer 
screening among smoking populations [31]. Currently, 
people who have never smoked are ineligible for lung 

cancer screening outside of some East Asian countries 
[32, 33]. With the increasing proportion of never-smok-
ers among lung cancer cases, there is a pressing need to 
develop methods to identify high-risk individuals among 
the people who have never smoked and include them in 
lung cancer screening programs.

A recent narrative review identified four risk prediction 
models for lung cancer in people who have never smoked 
[33]. It was noted that these models included a few vari-
ables for predicting lung cancer, such as basic demo-
graphic characteristics, physical assessments, and cancer 
history, while failing to include the known predictors for 
lung cancer in people who have never smoked. Addition-
ally, these models exhibited poor predictive accuracy 
[33–37]. Consequently, there are concerns about the gen-
eralizability of these models to other settings or popula-
tions. A preliminary literature search identified several 
other prediction models that were not included in the 
narrative review [38–40]. To date, there is no system-
atic review that compares and summarizes the evidence 
of existing prediction models for lung cancer in people 
who have never smoked while evaluating their predictive 
performance.

Although, to our knowledge, there is no published 
systematic review, our preliminary search revealed two 
ongoing systematic reviews [41, 42]. One of these reviews 
aims to synthesize evidence of existing externally vali-
dated risk prediction models only, regardless of smok-
ing status [41]. The second review considers prediction 
models developed for both smoking and nonsmoking 
populations, not specifically focusing on people who have 
never smoked [42]. In contrast, our systematic review is 
intended to provide a comprehensive summary of the 
evidence of all existing risk prediction models for lung 
cancer in people who have never smoked, regardless 
of whether they have been externally validated or not. 
Our review will aim to address the following research 
questions:

• What models have been developed, validated, or 
updated to predict the future risk of lung cancer in 
people who have never smoked?

• How effectively do existing risk prediction models 
accurately predict or identify individuals who develop 
lung cancer in people who have never smoked?

Methods
This systematic review protocol was developed in accord-
ance with the Checklist for Critical Appraisal and Data 
Extraction for Systematic Reviews of Prediction Model-
ling Studies (CHARMS) and the Preferred Reporting 
Items for Systematic Review and Meta-Analysis Proto-
cols 2015 statement (Table S1) [43]. The review protocol 
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was registered on the PROSPERO website (protocol ref-
erence # CRD42023483824) [44].

Eligibility criteria
Types of studies and index prediction models
This review will include models developed, validated, or 
updated using data sources from various types of rand-
omized and non-randomized study designs, including 
cohort (retrospective or prospective), case-cohort, case–
control, and cross-sectional studies that utilized existing 
registries (e.g., health administrative, hospital registries) 
to construct prediction models. We will include all model 
development studies, regardless of whether they per-
formed external validation or not. Model development 
studies without external validation are defined as studies 
that aimed to predict the outcome through multivariable 
analysis (e.g., regression models, machine learning algo-
rithms) and assess model predictive performance within 
a development dataset (i.e., internal validation). Model 
development studies with external validation are defined 
as studies that in addition to internal validation evaluated 
model performance using an external dataset, separate 
from the development dataset, such as different popula-
tions or settings.

We will also include external validation studies (i.e., 
studies that only externally validate existing models) and 
those aimed at updating existing prediction models for 
lung cancer in individuals who have never smoked. These 
updates may involve adding or replacing predictors, 
adjusting model coefficients, or simplifying the number 
of predictors. We will exclude studies reporting on the 
following: (1) models developed, externally validated, or 
updated in smoking populations or in mixed populations 
where it is impossible derive a model for individuals who 
have never smoked; (2) models developed, externally val-
idated, or updated for the sole purpose of assessing pre-
dictive performance of a specific predictor (i.e., models 
designed to estimate adjusted prognostic effect of a fac-
tor); and (3) models developed for diagnostic purposes. 
We will also exclude publications that are not in English 
language.

Study population and setting
These are the general population or healthy adults 
(18  years and over), including individuals from certain 
risk groups (e.g., Asian populations, females), who have 
not been previously diagnosed with lung cancer and 
who have never smoked cigarettes or who have smoked 
less than 100 cigarettes in their lifetime, irrespective of 
whether they have vaped or consumed tobacco through 
other ways. There is no restriction on settings and loca-
tions where models were developed and/or externally 
validated or updated.

Outcomes
We will consider clinically or histologically diagnosed 
lung cancer cases and lung cancer-related deaths based 
on medical records, vital statistics, cancer registries, or 
self-reported medical history of lung cancer. All types of 
lung cancer will be included, such as non-small cell lung 
carcinoma (e.g., adenocarcinoma, squamous cell carci-
noma, large cell (undifferentiated) carcinoma), small cell 
lung carcinoma, and other types of lung tumors (e.g., 
lung carcinoid tumor). For example, the following ICD-
10 codes can be used to define the lung cancer cases or 
deaths: C34.0 (main bronchus), C34.1 (malignant neo-
plasm of upper lobe, bronchus, or lung), C34.2 (middle 
lobe, bronchus, or lung), C34.3 (lower lobe, bronchus, or 
lung), C34.9 (bronchus or lung, unspecified), and D02.2 
(carcinoma in situ of bronchus and lung).

Comprehensive search strategy
Electronic searches, unrestricted by language, will be 
conducted in MEDLINE (Ovid), Embase (Ovid), Web 
of Science Core Collection (Clarivate Analytics), and 
Scopus to retrieve relevant results from their inception 
to 1 November 2023 (initial search) to 31 January 2024 
(updated search). Additionally, we will search for confer-
ence abstracts, theses and dissertations, and preprints in 
the Europe PMC and Open-Access Theses and Disserta-
tion databases. The search strategy has been developed in 
consultation with an information specialist by combin-
ing free-text key words identified based on the follow-
ing criteria — population (P), index (I), comparator (C), 
outcomes (O), and Medical Subject Heading terms. The 
search strategy has been built around the three main con-
cepts according to the PICOTS format, which is a specific 
format to systematic reviews of prediction models [45]: 
population — nonsmokers, outcome — lung cancer, and 
index models — prediction models. The detailed search 
strategy can be found in Table S2.

The MEDLINE search strategy will be adapted for 
use in other databases considering their specific search 
algorithms, database indexing, and thesauri (e.g., con-
trolled vocabulary search terms). The search strategy 
will be modified and updated to incorporate new terms 
if new relevant keywords are identified through the 
search. Relevant studies will also be searched by for-
ward and backward citation chasing approaches. Non-
peer-reviewed publications and conference proceedings 
will be considered eligible if they contain relevant infor-
mation. In instances where conference proceedings 
alone are identified, attempts will be made to contact 
authors to obtain full study reports for a more compre-
hensive analysis. Including non-peer-reviewed publica-
tions and conference proceedings, we aim to ensure the 
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comprehensiveness of the systematic review and poten-
tially mitigate publication bias.

Study selection
Two independent reviewers (A. I. and A. A.) will screen 
titles and abstracts of the retrieved records against eligi-
bility criteria using the Covidence systematic review soft-
ware (Veritas Health Innovation, Melbourne, Australia). 
After the preliminary screening, the full text of poten-
tially relevant studies or those of indeterminate relevance 
will be obtained. The reviewers will then evaluate the full 
texts independently to select studies for inclusion in the 
review based on the established criteria. Any disagree-
ments between the reviewers in screening and selecting 
studies will be resolved through discussion with a third 
reviewer until a consensus is reached. Study authors will 
be contacted if the reviewers are unable to determine 
the eligibility of a study based on incomplete or unob-
tainable information. Individual reasons for exclusion of 
each study at the full-text level will be recorded and made 
available as supplementary material in the completed 
review. The study inclusion and exclusion process will be 
displayed in a PRISMA flow diagram [46].

Data extraction and management
Two independent reviewers (A. I. and A. A.) will extract 
data from the included studies using a standardized data 
extraction form. This form has been developed using the 
CHARMS checklist for data extraction for prognostic 
and diagnostic prediction model studies [45] and will be 
piloted in a subset of the included studies. Any disagree-
ments between the reviewers regarding the extracted 
data will be resolved by consulting a third reviewer to 
achieve consensus. If necessary, we will make efforts to 
obtain missing data directly from study authors. If a study 
has developed multiple models, we will extract data from 
the model suggested by the study authors. In  situations 
where the authors do not specify a recommended model, 
we will select the one demonstrating the highest accu-
racy (i.e., discrimination), lower risk of bias, and greater 
parsimony as the preferred model and document our 
decision. If a study validated a model on multiple popu-
lations or settings, we will extract data from all reported 
populations or settings. The following core data will be 
extracted:

Study‑level characteristics

• Study design (e.g., model development, model valida-
tion, model update)

• Data source (e.g., cohort, case-cohort studies, rand-
omized clinical trials, registries)

• Study dates (e.g., duration, start and completion 
dates)

• Sample size — Number of participants and number 
of outcomes and number of outcomes per the num-
ber of included candidate predictors

• Missing data — Number of participants with any 
missing value, number of participants with missing 
data for each predictor, and how missing data was 
handled

• Funding source and potential conflict of interest of 
the study authors

Participant characteristics

• Participant eligibility criteria and recruitment 
approaches (e.g., inclusion and exclusion criteria, set-
tings, locations, sampling techniques)

• Description of participants (e.g., age, sex, ethnicity, 
other sociodemographic characteristics, behavioral 
and clinical characteristics (e.g., alcohol consump-
tion, comorbidities))

Outcome characteristics

• Definition of and method to assess the outcome
• Type of outcome (e.g., whether lung cancer was 

combined with other outcomes — for example, lung 
cancer was combined with other respiratory and/or 
intrathoracic cancers)

• Duration of outcome follow-up

Details of candidate predictors

• Definition and measurement of candidate predictors
• When candidate predictors were measured

Model characteristics

• Modelling approach (e.g., logistic, survival regres-
sions, machine learning techniques)

• Satisfying model assumptions
• Approach undertaken to select predictors for mul-

tivariable modelling (e.g., all or pre-selected candi-
date predictors, full model approach, backward or 
forward method, criteria-based selection — p-value, 
Akaike information criterion)

• Shrinkage of predictor weights or regression coeffi-
cients (e.g., no shrinkage, penalized estimation)
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• Model calibration measures (calibration plot, calibra-
tion plot, Hosmer–Lemeshow test) and discrimina-
tion measures (C-statistic, D-statistic, log rank) with 
corresponding confidence intervals

• Model evaluation — model performance testing 
approach: Model development dataset (e.g., splitting, 
bootstrap, cross-validation) or external validation 
(e.g., different population, setting, temporal)

Study results, interpretation, and discussion

• Results from final and additional multivariable mod-
els (e.g., basic, simplified, extended), including pre-
dictor weights or regression coefficients, intercept, 
model performance measures with corresponding 
standard errors, and confidence intervals

• Strengths and limitations of the model
• Availability of the model equation or algorithm
• Adherence to the TRIPOD reporting checklist [47]

The participant and study-level characteristics will 
be valuable for assessing the applicability of the study 
results. Study-level characteristics are also crucial for 
determining if studies had a sufficient number of partici-
pants to construct a prediction model, whether missing 
data could have impacted the final model selection and 
results, and whether the timing of the studies was associ-
ated with technological advancements and other environ-
mental changes that might have influenced the predictive 
performance of the model.

Study quality assessment
To assess the methodological quality and applicability of 
the included studies, we will use the Prediction Model 
Risk-of-Bias Assessment Tool (PROBAST). This tool 
was specifically designed for assessing the risk of bias 
(ROB) and applicability of studies that develop, validate, 
or update prognostic prediction models [48]. PROBAST 
comprises four domains: participants (e.g., assessing 
ROB and applicability related to data sources and par-
ticipant enrollment), predictors (e.g., evaluating ROB and 
applicability in defining and measuring predictors), out-
come (e.g., evaluating ROB and applicability in defining 
the outcome), and analysis (e.g., assessing ROB related 
to selected statistical approaches and important statisti-
cal considerations). Two independent reviewers (A. I. 
and A. A.) will rank included studies regarding the ROB 
concerns in each of the four domains and applicability 
concerns for the first three domains, as “high,” “low,” or 
“unclear.” Disagreements will be resolved through dis-
cussion; if needed, a third reviewer will be consulted. 
Like the data extraction, when a study has developed 

multiple models, PROBAST will be applied to the model 
suggested by the study authors or selected by consider-
ing model accuracy and model parsimony. If a study has 
validated a model on multiple populations or settings, we 
will assess the model across all reported populations or 
settings.

Data synthesis
Narrative synthesis
We will provide a narrative summary of study findings, 
including sociodemographic characteristics of the study 
population, study location, number of candidate and final 
predictors included in the model, predictor selection 
procedure, prediction model, internal and external (if 
appropriate) validation procedures, predictive accuracy 
of the model, model strengths and weaknesses, and other 
related information (number of events, missing data 
and handling missing data, follow-up, outcomes, study 
design, and other model performance measures). To 
facilitate model comparisons, all review findings will be 
tabulated. The narrative summary will also incorporate 
the findings from the assessment of ROB and applicabil-
ity concerns for each domain and overall, which will be 
then presented in a table.

Meta‑analysis
If at least two studies are found to have externally vali-
dated the same prediction model, we will combine model 
performance measures to evaluate the model’s average 
performance across diverse settings and populations, 
as well as its projected performance in a future setting. 
Given the expected heterogeneity among validation stud-
ies (e.g., case mix, design, settings), model performance 
measures will be synthesized using a random-effects 
approach. We will use restricted maximum likelihood 
estimation with the Hartung-Knapp-Sidik-Jonkman 
approach to calculate a 95% confidence interval for the 
mean model performance [49]. This approach is used 
to better account for the uncertainty around estimating 
between-study variability. In meta-analyses where only 
two studies are present, both Wald-type and Hartung-
Knapp-Sidik-Jonkman approaches will be conducted. 
Quantitative synthesis of the model’s predictive perfor-
mance will be conducted using the “metafor” and “meta-
misc” packages in the R statistical software version 4.2.2 
(R Development Core Team, Vienna, Austria) [50, 51].

Model performance measures, such as discrimination 
and calibration estimates, will be summarized separately. 
Calibration assesses the model’s ability to accurately pre-
dict the risk of the outcome, measuring the agreement 
between the expected number of lung cases (based on 
model predictions) and the actual observed cases in a 
dataset. A well-calibrated model predicts the mean risk 
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of the outcome in each group close to the actual number 
of individuals who developed the outcome. Calibration 
can be represented in various ways, such as a calibration 
plot, calibration slope, observed and expected number of 
events (O:E ratio), calibration table, or Hosmer–Leme-
show test. In contrast, discrimination refers to the mod-
el’s ability to distinguish or differentiate events from 
nonevents. Discrimination is usually measured as D-sta-
tistic, C-statistic, the area under the curve, or log-rank 
test [52]. Calibration and discrimination measures will be 
transformed to a logarithmical scale (logit C-statistic and 
log O:E ratio) to satisfy the normality assumption [53].

In cases where a sufficient number of studies (n ≥ 5) 
externally validated a common prediction model, we 
will calculate I2 statistic and τ 2 — between-studies vari-
ance to assess and quantify heterogeneity of predictive 
performance measures (e.g., discrimination, calibration). 
If a sufficient number of studies are available, potential 
sources of heterogeneity will be explored using meta-
regression analyses. Additionally, we will calculate pre-
diction intervals to estimate the potential range model 
performance in a new validation study, when at least 10 
studies are present.

If there is a sufficient number of studies, at least 10 
studies, we will perform subgroup analysis stratifying by 
study location, study design (prospective vs retrospec-
tive and cross-sectional), ROB (e.g., “low” vs “high,” “low” 
vs “high” plus “unclear”), or source of data to investigate 
potential sources of heterogeneity. We will examine het-
erogeneity across subgroups using the chi-square test, 
where p < 0.1 will indicate statistically significant differ-
ence between subgroups. Models developed based on 
less than 50 cases who experienced the outcome during 
the follow-up period will be excluded from the meta-
analysis, as such a low number of outcomes might not 
be sufficient for robust evaluation of model performance 
[45]. In the event that model performance measures such 
as calibration or discrimination are not reported, we will 
contact the study authors to obtain missing information. 
Models with missing model performance measures, even 
after attempted contact with the study authors, will not 
be included in the meta-analysis.

Sensitivity analysis
If there is a sufficient number of studies, we will perform 
sensitivity analysis among validation studies with low 
ROB, excluding studies assessed at unclear or high risk of 
bias. A similar analysis will be conducted excluding those 
studies that were assessed as of unclear or high con-
cerns for the applicability. We will also test the robust-
ness of the results by including the model performance 
measures derived from internal validation. Lastly, if the 

meta-analysis is feasible, we will include conference pro-
ceeding data, given sufficient data are reported.

Reporting deficiencies
To mitigate the potential for publication bias, we will 
perform a comprehensive systematic search including 
gray literature databases. We will also examine small 
study effects, including publication bias, if there is a suf-
ficient number of studies (n ≥ 10) per a model, by visually 
inspecting asymmetry in a funnel plot and the Egger test 
for asymmetry [54].

Reporting and dissemination
The review results will be reported according to the 
guidelines outlined in the Transparent Reporting of 
Multivariable Prediction Models for Individual Progno-
sis or Diagnosis: Checklist for Systematic Reviews and 
Meta-Analyses (TRIPOD-SRMA) and the Preferred 
Reporting Items for Systematic Reviews and Meta-Anal-
ysis (PRISMA) 2020 statement [46, 55]. Any variations 
from the established protocol will be documented and 
explained in the final report. Our findings will be shared 
through publication in peer-reviewed journals and pres-
entation at scientific conferences.

The GRADE system was created to assist in guiding the 
interpretation of certainty across included study results 
in reviews of interventions [56]. Although the GRADE 
approach was adapted for rating the certainty of a body of 
evidence on prognosis in broad populations (overall progno-
sis) and prognostic factors [57, 58], there is no clear guidance 
on the application of the GRADE framework to prognostic 
prediction models. Some Cochrane systematic reviews on 
prognostic prediction models refrained from using GRADE 
and instead used the PROBAST risk-of-bias assessment tool 
to guide their judgement of the certainty of the body of evi-
dence [59, 60]. We will also use the PROBAST tool in guid-
ing our assessment of the certainty of the evidence.

Discussion
With the increasing proportion of people who have never 
smoked among lung cancer cases, this review aims to 
enhance our understanding of the risk factors for lung 
cancer in the never-smoking populations. It will gener-
ate new insights to advance the early detection of lung 
cancer, potentially contributing to reducing lung cancer-
related morbidity and mortality in people who have never 
smoked. The systematic review results will be useful for 
researchers planning to develop novel prediction mod-
els, as well as for clinical practitioners and policy mak-
ers seeking guidance for clinical decision-making and the 
formulation of future lung cancer screening strategies. 
Identifying and applying the most effective prediction 
model will facilitate personalized risk assessment for lung 
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cancer, helping identify high-risk people who have never 
smoked and facilitating the optimal implementation 
of lung cancer screening programs in this population. 
Although the existing narrative review provides a good 
summary of the current literature, it comes with cer-
tain limitations when compared to the proposed review. 
This review will use more rigorous methods, systemati-
cally and comprehensively searching for risk prediction 
models, conducting comprehensive data extraction, and 
assessing risk of bias of each included study.
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